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**Problem, Candidate Solution, and Research Hypothesis:**

Chest radiograph interpretation is the most common imaging task worldwide, yet radiologist shortages delay care. Automated image-to-text systems can help, but current models rely heavily on supervised feature learning and often miss subtle findings on unseen institutions

**Candidate Solution:**

I am proposing to pre-train image encoders with self-supervised momentum-contrast (MoCo v3) on millions of unlabeled chest X-Rays, then fine-tune a vision-language model (Swin-T encoder + T5 decoder) on paired image-report data.

* H0 (null hypothesis): Contrastive pre-training yields no improvement over a purely supervised baseline
* H1 (alternative 1): Contrastive pre-training raises (a) BLEU-4, (b) ROUGE-L, and (c) *Clinical BERTScore* by ≥ 10% on the held-out MIMIC-CXR test set
* H2 (alternative 2): The model’s label-wise F1 for CheXpert observations improves by ≥ 5 percentage points (pp), which means it’s clinically meaningful.

**Applied ML Method & Dataset**

**Data:**

* **Pre-training**: Unlabeled images from **CheXpert** (224 k films) and **MIMIC-CXR** (377 k films)
* **Fine-tuning/ eval**: Paired image-report subsets of MIMIC-CSR and CheXpert validation set

**Architecture:**

1. **Image encoder**: Swin-Transformer-Tiny initialized with MoCo v3 contrastive weights
2. **Text decoder:** T5-Small initialized on general C4; cross-attention bridges vision tokens
3. **Training Strategy:**
   1. Stage 1: Momentum-contrast with queue = 65k, τ = 0.07
   2. Stage 2: Image-to-report fine-tune (mixed teacher forcing + label smoothing),
4. **Metrics**: BLEU-4, ROUGE-L, Clinical BERTScore, CheXpert-label F1, and radiologist error taxonomy survey.
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